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Abstract. We explain the linear algebraic framework provided by Tate modules of isoge-
nous abelian varieties in a category-theoretic way.

1. Introduction

1.1. Setup. Let K be a number field with algebraic closure Kal. Let A be an abelian
variety over K of dimension g := dimA ≥ 1. For example, we may take A = E an elliptic
curve over K, the case g = 1. Many important arithmetic features of A are reflected in
its torsion subgroups A[n](Kal) ≃ (Z/nZ)2g for n ≥ 1. The equations that define the n-
torsion subgroup define a variety A[n] of dimension zero over K; and the finite set of points
A[n](Kal) is defined over its splitting field, a minimal finite Galois extension of K denoted
K(A[n]). The Galois group Gal(K(A[n]) |K) acts on A[n] preserving the group law, so each
element acts via an element of Aut(A[n](Kal)), giving an injective homomorphism

Gal(K(A[n]) |K) ↪→ Aut(A[n](Kal)) ≃ GL2g(Z/nZ).
It is convenient to lift this to the absolute Galois group GalK := Gal(Kal |K) to obtain a
linear representation

(1.1.1) ρA,n : GalK → Aut(A[n](Kal)) ≃ GL2g(Z/nZ)

with ker ρA,n = Gal(Kal |K(A[n])). Studying the Galois representation ρA,n—for example,
using techniques in number theory, group theory, and linear algebra—remains an essential
technique for understanding A and is itself an interesting pursuit.

Rather than working with one n at a time, it is convenient to package all of them together
by forming the adelic Tate module

(1.1.2) T̂A := lim←−
n

A[n](Kal) ≃ Ẑ2g

where Ẑ := lim←−n Z/nZ ≃
∏

p Zp, and the associated Galois representation

(1.1.3) ρA : GalK → Aut(T̂A) ≃ GL2g(Ẑ).
One obtains the representations ρA,n by composing ρA with reduction modulo n. Allowing

denominators, we obtain the adelic Tate representation V̂ A := T̂A⊗Q ≃ Q̂2g.
In this article, we unpack how the adelic Tate module (with its Galois action) changes

under isogeny. This is a well-known, fundamental tool that is used frequently in arithmetic
geometry. For example, in his work on local-global principles for torsion, Katz [K81,
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p. 482] calls this the “dictionary between A′ ’s which are l-power-isogenous to A over K
and Gal(K/K)-stable lattices in Tl(A) ⊗ Q”. This dictionary as a bijection is also stated
by Lan [Lan13, §1.3.5], again without proof. Here, we formulate this dictionary within a
category-theoretic framework, so that future matrix calculations with Tate modules can be
understood via commutative diagrams.

1.2. Results. Let A0 be a (fixed) abelian variety over K. Let φ : A0 → A be an isogeny

over Kal. Then φ induces a natural inclusion T̂φ : T̂A0 ↪→ T̂A of adelic Tate modules, which

becomes an isomorphism V̂ φ : V̂ A0
∼−→ V̂ A. Composing the natural inclusion T̂A ↪→ V̂ A

with (V̂ φ)−1, we obtain an inclusion T̂A ↪→ V̂ A0 whose image is a sublattice denoted

Λφ ⊆ V̂ A0.
Our first main result is as follows (proven in more generality in Theorem 3.2.12).

Theorem 1.2.1. The association φ 7→ Λφ determines a functor Λ from

the category of isogenies φ : A0 → A over Kal

to

the category of sublattices of V̂ A0 containing T̂A0.

The functor Λ has the following properties.

(a) Λ is an equivalence of categories.
(b) The functor is equivariant with respect to the action of GalK, restricting to an

equivalence between the category of abelian varieties that are isogenous (over K) to

A0 and the category of GalK-stable sublattices of V̂ A0.
(c) For an isogeny φ : A0 → A, there is a natural isomorphism kerφ ≃ Λφ/Λ(idA0) =

coker T̂φ that is GalK-equivariant.

The morphisms in the two categories in Theorem 1.2.1 are described in section 3.2.
With this conceptual framework in mind, we then turn to some computations, explaining

how to extract explicit change of basis matrices that explain how isogenous abelian varieties
have conjugate Galois representations; we similarly track how polarizations change. We
provide an extended example that came up in recent work [FHV23], giving an example of
abelian surfaces A such that the ℓ-torsion of A and its dual A∨ are not isomorphic as Galois
representations, i.e., ρA,ℓ ̸≃ ρA∨,ℓ.

1.3. Contents. We begin by providing background on abelian varieties and relevant struc-
tures such as polarizations and duality in section 2. In section 3 we explain (in a categorical
context) how Galois actions on Tate modules change under isogenies, along with an illustrat-
ing example. We define the functor that satisfies Theorem 1.2.1 in section 3.2. We concretely
work with this framework by providing change of basis matrices in section 4. In section 5,
we work through a detailed example elaborating on the main result of [FHV23].

We hope that this will serve as a useful framework for others interested in studying Galois
images of torsion subgroups and Tate modules of abelian varieties.
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2. Background on abelian varieties

In this section, we set notation and give background on isogenies and Tate modules (sec-
tion 2.1), dual abelian varieties (section 2.2), the Weil pairing (section 2.3), and polarizations
(section 2.4). For further reading, a standard reference for abelian varieties is the book of
Mumford [Mum70]; we also recommend Hindry–Silverman [HS00, Part A], the work of Milne
[Mil86a, Mil08], and Birkenhake–Lange [BL04] for complex abelian varieties. To just get
started with introduction via the perspective of elliptic curves, we suggest Silverman [Sil09].
We endeavour in this section to give a motivated version suitable for study in our formalism.

A key result is Proposition 2.1.4; here, we provide a simple proof.

2.1. Isogenies and Tate modules. Let k be a field and let p := char k, allowing p = 0.
Let ks ⊆ kal be a separable closure of k and an algebraic closure of k, respectively. Let A
and A′ be abelian varieties over k with common dimension g := dimA = dimA′. To avoid
trivialities, we suppose that g ≥ 1.

An isogeny φ : A → A′ is a surjective homomorphism, or equivalently a homomorphism
with finite kernel #(kerφ)(kal) < ∞. (Some authors take the zero map to be an isogeny;
we do not.) An isogeny is separable if the corresponding finite extension k(A) ⊇ k(A′) of
function fields is separable, or equivalently (kerφ)(kal) = (kerφ)(ks) and [k(A) : k(A′)] =
#(kerφ)(ks)—analogous to the usual condition for a finite extension of fields to be Galois.
(The reader may wish to focus on the case k = Q where all isogenies are separable; but the
setup permits an arbitrary field.)

We pause to give a bit of motivation before proceeding further. Over the complex numbers
k = C, abelian varieties are complex tori, and isogenies can be understood using linear
algebra. Indeed, we have an isomorphism A(C) ≃ V/Λ where V ≃ Cg is a complex vector
space of dimension g and Λ ⊆ V is a lattice of rank 2g. (More precisely, we take V =
Hom(Ω1(A),C) dual to the space Ω1(A) of holomorphic 1-forms and Λ = H1(A,Z).) Then
every isogeny of complex abelian varieties V/Λ→ V ′/Λ′ is defined by a C-linear isomorphism
V → V ′ such that φ(Λ) ⊆ Λ′, and

(2.1.1) kerφ = φ−1(Λ′)/Λ ∼= Λ′/φ(Λ) = coker(ϕ : Λ ↪→ Λ′).

This is such a convenient description! We seek to replicate it over an arbitrary field k, and
Tate modules allow us to consider (separable) isogenies in an analogous way.

We can begin linearizing, as in the introduction, by working with a torsion subgroup A[n]—
but instead of working with just one, to complete the analogy we package them together, as
follows.

Let ℓ ̸= p = char k be prime. The ℓ-adic Tate module of A is the projective limit

(2.1.2) TℓA := lim←−
j

A[ℓj](ks) ≃ Z2g
ℓ .

Concretely, an element of TℓA is a sequence P = (P1, P2, . . . ) where Pj ∈ A[ℓj](ks) and
ℓPj = Pj−1 for all j ≥ 2.

A homomorphism φ : A → A′ induces a homomorphism Tℓ(φ) : TℓA → TℓA
′, and when φ

is an isogeny, the finiteness of the kernel implies that Tℓ(φ) is injective.
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For complex abelian varieties (when k = C), we recover in this way the ℓ-adic part of the
description above. We have

A[ℓj](C) = (ℓ−jΛ)/Λ ∼= Λ/ℓjΛ

for all j, so TℓA ∼= Λ ⊗ Zℓ is the ℓ-adic completion of Λ. An isogeny φ : V/Λ → V ′/Λ′

induces a map of ℓ-adic Tate modules Tℓ(φ) : Λ⊗Zℓ → Λ′⊗Zℓ (applying the isogeny in each
component, checking compatibility); and taking the ℓ-primary subgroups in (2.1.1) we see
that

(2.1.3) (kerφ)(C)ℓ ∼= (Λ′ ⊗ Zℓ)/(φ(Λ)⊗ Zℓ) ∼= cokerTℓ(φ).

The following proposition shows that (2.1.3) extends in general.

Proposition 2.1.4. Let φ : A → A′ be an isogeny of abelian varieties with kernel H. Let
H[ℓ∞] be the ℓ-primary (or ℓ-Sylow) subgroup of H. Then H[ℓ∞] is naturally isomorphic to
the cokernel of Tℓ(φ) : TℓA→ TℓA

′.

Proof. We will show, via the snake lemma, that this map is induced by a connecting
homomorphism.

Abbreviate Aj := A[ℓj](Kal). For n, r ≥ 1, the sequence

0→ An → An+r
·ℓn−→ Ar → 0

is exact. The maps are compatible, so for all r ≥ 1 and taking the limit over n, we claim
that the sequence

0→ TℓA→ lim←−
n

An+r → Ar → 0

is exact. The left map is just interpreting the same sequence in two different ways, which
is visibly injective. Indeed, projective limits are always left exact so it suffices to show that
the map to Ar is surjective. This map takes (Pn)n with Pn ∈ An+r and maps to the common
element ℓP1 = ℓnPn for all n. Hence, for any Q = P0 ∈ Ar, a lift (Pn)n ∈ lim←−nAn+r is
obtained by inductively choosing Pn ∈ An+r satisfying ℓPn = Pn−1 for n ≥ 1.

Repeating the abbreviation with A′ and H, we put the exact sequences together to get:

(2.1.5)

0 // TℓA //

φ

��

lim←−nAn+r
·ℓn //

φ

��

Ar //

φ

��

0

0 // TℓA
′ // lim←−nA

′
n+r

·ℓn // A′
r

// 0

We now apply the snake lemma. The kernel of the middle vertical map is 0 since kerφ is
finite, so we obtain the exact sequence

(2.1.6) 0→ Hr
δ−→ TℓA

′/φ(TℓA)→ lim←−
n

A′
n+r/ lim←−

n

φ(An+r).

To be explicit, the connecting map δ is defined as follows: for P ∈ Hr, lift to (Pn)n ∈
lim←−nAn+r (as in the end of the previous paragraph) and map

(2.1.7) δ(P ) = φ((Pn)n) = (φ(P1), φ(P2), . . . ) ∈ TℓA′.

(We do not need to, but can check that ℓnφ(Pn) = φ(ℓnPn) = φ(P ) = O so φ(Pn) ∈ A′[ℓn].)
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Now we take r ≥ 1 to be such that ℓr = #H∞; then Hr = H∞. To finish, we need to check
that the final map in (2.1.6) is the zero map. Indeed, the class of (Qn)n ∈ TℓA′ ≤

∏
nA

′
n

maps to the class of (Qn)n ∈
∏

nA
′
n+r, so we want to show for all n ≥ 1 and all Qn ∈ A′

n

that Qn = φ(P ′
n) for some P ′

n ∈ An+r. But degφ = ℓr so there exists an isogeny ψ : A′ → A
such that ℓr = φψ; therefore, if Pn ∈ An+r is such that ℓrPn = Qn then P ′

n := ψ(Pn) has
φ(P ′

n) = ℓrPn = Qn and since ℓn+rPn = ℓnQn = O we have ℓn+rP ′
n = ψ(ℓn+rPn) = O and so

P ′
n ∈ An+r as desired.
Finally, we address naturality. For any finite subgroup H ≤ H ′ ≤ A, there is an

isogeny A → A′′ ≃ A/H ′ factoring uniquely through A → A′. The isomorphism H ′[ℓ∞] ≃
coker(TℓA → TℓA

′′) given by the above construction restricts to the isomorphism H ≃
coker(TℓA → TℓA

′) because the connecting morphism from the snake lemma is compatible
with this restriction. □

Example 2.1.8. Consider the case g = 1, so A = E is an elliptic curve. Choose a basis
P1 = (P1,n)n, P2 = (P2,n)n for TℓE. Consider the isogeny φ : E → E ′ with kernel H =
Hℓ = ⟨P1,1⟩. That is, E ′ is the quotient E/⟨P1,1⟩. Then it is straightforward to verify that
P ′
1 := (φ(P1,n+1))n and P ′

2 := (φ(P2,n))n is a basis for TℓE
′.

As in the proof of Proposition 2.1.4, we compute the isomorphism δ : H
∼−→ coker(Tℓ(φ)),

both groups isomorphic to Z/ℓZ. We lift P1,1 to (P1,2, P1,3 . . . ) ∈ TℓE; so δ(P1,1) is the class
of (φ(P1,n+1))n = P ′

1 ∈ TℓE ′ in coker(Tℓ(φ)).

As in the introduction, we simultaneously keep track of all ℓ-adic Tate modules (where
ℓ ̸= p = char k) as follows. Let

(2.1.9) Ẑ′ :=
∏
ℓ ̸=p

Zℓ

be the prime-to-p profinite completion of Z, and let Q̂′ := Ẑ′⊗ZQ. We define the (prime-to-p)
adelic Tate module of A by

(2.1.10) T̂A := lim←−
n
p∤n

A[n](ks) ≃
∏
ℓ̸=p

TℓA.

(We write T̂A instead of T̂ ′A to ease notation.) Then T̂A is a free Ẑ′-module of rank 2g.

The previous constructions extend to T̂ in each component, in particular from an isogeny

φ : A → A′ we obtain a homomorphism T̂ (φ) : T̂A → T̂A′. Let V̂ A := T̂A ⊗Z Q be the
(prime-to-p) adelic Tate representation of A.

Remark 2.1.11. In the adelic Tate module, if p ̸= 0 we can also include the case ℓ = p; but
in this case, the p-adic Tate module in characteristic p behaves quite differently—it is quite
meager in comparison, due to inseparability. One can use the Dieudonné module instead:
see for example Fontaine [Fon77, Chapitre III].

We then obtain the following more general statement.

Proposition 2.1.12. Let φ : A→ A′ be a separable isogeny of abelian varieties with kernel

H. Then H is naturally isomorphic to the cokernel of T̂ (φ) : T̂A→ T̂A′.

Proof. The statement follows from Proposition 2.1.4 by comparing ℓ-primary parts. □
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2.2. Duals. Associated naturally to A is the dual abelian variety A∨ := Pic0A. More precisely,
the relative Picard functor PicA, which associates to a k-scheme S the group Pic(A×k S), is
represented by a group scheme PicA over k, and Pic0A is the connected component containing
the identity (the structure sheaf OA) [Kle14, section 3]. The group Pic0(A) = Pic0A(k)
consists of those line bundles L on A such that τ ∗PLkal ≃ Lkal for all P ∈ A(kal), where
τP : A→ A is the translation by P map, defined by Q 7→ Q+ P .
Over the complex numbers k = C, the dual admits a concrete description. ForA(C) ≃ V/Λ

where V ≃ Cg, let

(2.2.1) V ∗ := HomC(V,C)
be the C-vector space of C-antilinear functionals: that is, f ∈ V ∗ means f : V → C is
an R-linear map such that f(ax) = ax for all x ∈ V and a ∈ C. (Antilinear functionals
come naturally out of Hermitian forms, where one component is C-linear but the other is
C-antilinear.) The imaginary part of the evaluation map

(2.2.2)
V ∗ × V → C
(f, x) 7→ Im f(x)

defines a canonical, nondegenerate, R-bilinear form. The dual of Λ under this pairing, namely

(2.2.3) Λ∗ := {f ∈ V ∗ : Im f(x) ⊆ Z} ⊆ V ∗

is a lattice and

(2.2.4) A∨(C) ≃ V ∗/Λ∗.

So in simple linear algebraic terms, the dual abelian variety is obtained from the dual lattice
(with respect to (2.2.2)).

Example 2.2.5. Suppose E = V/Λ with V = C and Λ = Zτ + Z, so ω1 = τ , ω2 = 1 is a
Z-basis for Λ. Then V ∗ = Ce where e(x) = x, and it is straightforward to compute that a
Z-basis for Λ∗ is ω∗

1 = e/ Im(τ), ω∗
2 = −τe/ Im(τ) = τe/ Im(τ).

Put a bit more abstractly, A∨(C) = Pic0A(C) is the kernel of the map

(2.2.6) Pic(A) ≃ H1(A,O×
A )→ H2(A,Z),

the boundary map in the long exact sequence in cohomology induced by the exponential
sequence

0→ Z→ OA → O×
A → 1

(where Z is the constant sheaf) arising from s 7→ exp(2πis) for a section s of OA. For further
details, see Mumford [Mum70, section II.9] or Swinnerton-Dyer [SD74, §8].
The universal line bundle P on A× A∨ of the functor represented by Pic0A is called the

Poincaré bundle: a point Q ∈ A∨ by definition gives a line bundle LQ up to isomorphism, and
P|A×{Q} ≃ LQ. The bundle P furthermore gives rise to a natural isomorphism [Mum70,
Corollary, p. 132]

(2.2.7)
iA : A

∼−→ (A∨)∨

P 7→P|{P}×A∨ .

A homomorphism φ : A→ A′ of abelian varieties induces a dual homomorphism

φ∨ : (A′)∨ → A∨
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by pullback of line bundles, i.e. φ∨ := φ∗ : Pic0A′ → Pic0A. If φ is an isogeny, then so is φ∨.
For an isogeny of complex abelian varieties φ : V/Λ→ V ′/Λ′ so φ(Λ) ⊆ Λ′, the pullback

(2.2.8)
φ∨ : (V ′)∗/(Λ′)∗ → V ∗/Λ∗

f 7→ φ∗(f) = f ◦ φ

indeed gives φ∨((Λ′)∗) ⊆ Λ∗, and we now have kerφ∨ = Λ∗/φ∨((Λ′)∗).

Example 2.2.9. For φ : E → E ′ an isogeny of elliptic curves, we recover the dual isogeny
φ∨ : Pic0(E ′) → Pic0(E) by restricting the pullback map Q 7→

∑
P∈φ−1(Q) P [Sil09, §III.6]

(taking classes), then applying the canonical isomorphism E ∼= Pic0(E) and the same with
E ′.

2.3. Weil pairing. Recall that a finite-dimensional vector space and its dual admit a
tautological perfect pairing. There is an analogous pairing as follows.

Theorem 2.3.1 (Tautological Weil pairing). Let n ∈ Z>0 be coprime to the characteristic
of k. Then there is a canonical perfect, bilinear pairing

(2.3.2) ⟨·, ·⟩n : A[n]× A∨[n]→ µn,

compatible with the action of Galk.

We call (2.3.2) the tautological Weil pairing. This pairing is an expression of Cartier duality
(for torsion in abelian varieties), and it is equivalently expressed by a canonical isomorphism

(2.3.3) βn : A
∨[n]

∼−→ Hom(A[n], µn),

Proof of Theorem 2.3.1. For a detailed proof and properties of the pairing, see Oda [Oda69,
Theorem 1.1]. See also Antieau–Auel [AA21, §2.2].
A definition of the pairing (2.3.2) follows along similar lines as in the case of elliptic curves

[Sil09, §III.8]: see Mumford [Mum70, p. 184–185] or Hindry–Silverman [HS00, Exercise
A.7.8]. Given Q ∈ A∨[n](kal) corresponding to L = LQ ≃ O(D), we will construct a
map A[n](kal) → µn(k

al) as follows. By assumption, both L ⊗n and [n]∗L are trivial, and
therefore nD = div(f) and [n]∗D = div(g) for some f = fQ, g = gQ ∈ kal(A)×. Since

div(f ◦ [n]) = [n]∗(nD) = n([n]∗D) = n div(g) = div(gn),

the functions f ◦ [n] and gn differ by a scalar constant. Now for all X ∈ A(kal) and P ∈
A[n](kal), we have (f ◦ [n])(X +P ) = (f ◦ [n])(X), and therefore gn(X +P )/gn(X) = 1 and
g(X + P )/g(X) is constant, independent of X (but may depend on Q). Thus, we obtain a
map

(2.3.4)

βn : A[n](k
al)→ µn

P 7→ g(X + P )

g(X)

(for any choice of X ∈ A(kal) such that g(X) and g(X + P ) are defined and nonzero), and

⟨P,Q⟩n = gQ(P )/gQ(X + P )

completing the definition of the pairing. □
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For ℓ ̸= char k, the pairing with n = ℓj is compatible with the multiplication-by-ℓ map, so
together they yield a perfect bilinear pairing on ℓ-adic Tate modules:

(2.3.5) ⟨·, ·⟩ : TℓA× Tℓ(A∨)→ µℓ∞(ks) ≃ Zℓ.
We can also adelically put these together

(2.3.6) ⟨·, ·⟩ : T̂A× T̂ (A∨)→ µ′
∞(ks) ≃ Ẑ′.

Given a separable isogeny φ : A→ A′ with kerφ ⊆ A[n], comparing the left- and right-kernels
of the tautological Weil pairing yields a canonical perfect pairing

(2.3.7) kerφ× kerφ∨ → µn.

Finally, the Weil pairing is equivariant with respect to the action of Galk := Gal(ks | k),
where Galk acts on µn by the mod n cyclotomic character εn [Sil09, section III.8] (see also
Lemma 5.1.3). The points of µn(k

al) = ⟨ζn⟩ are the nth roots of unity and the cyclotomic
character

(2.3.8) εn : Galk → Aut(µn(k
al)) ≃ (Z/nZ)×,

is uniquely defined by σ(ζn) = ζ
εn(σ)
n for all σ ∈ Galk. Then, for all σ ∈ Galk and all

P ∈ A(kal) and Q ∈ A∨(kal), we have

(2.3.9) ⟨σ(P ), σ(Q)⟩ = ⟨P,Q⟩σ = εn(σ) · ⟨P,Q⟩.

2.4. Polarizations. If L is an ample line bundle on A, then the morphism

(2.4.1)
φL : A→ A∨

P 7→ τ ∗PL ⊗L −1

is an isogeny. (By contrast, note that if L ∈ Pic0(A), then (2.4.1) is the zero map.) This
observation motivates the following definition.

Definition 2.4.2. An isogeny λ : A→ A∨ is a polarization if there is a finite separable field
extension K ⊃ k and an ample line bundle L on AK so that the base change of λ to K is
equal to φL .

A polarization λ is principal if it is an isomorphism, in which case we say that A is principally
polarized by λ.

Polarizations can also be identified among isogenies over the ground field k: they are the
isogenies λ : A → A∨ where the line bundle (id, λ)∗P on A is ample and λ is symmetric,
meaning that λ∨ ◦ iA = λ. Given such an isogeny λ : A → A∨, the line bundle L as in
Definition 2.4.2 can be constructed, after a possible finite separable extension, as a bundle
satisfying the relation [2]∗L ≃ ((id, λ)∗P)2 [Mum70, Theorem 2, p. 188].

Over the complex numbers, the existence of a polarization distinguishes abelian varieties
among complex tori. Indeed, an ample line bundle on A(C) = V/Λ is specified by a positive
definite Hermitian form H : V × V → C such that E := ImH has E(Λ,Λ) ⊆ Z (more
generally, see the Appell–Humbert theorem for a linear-algebraic description of line bundles
on A). The restriction E|Λ : Λ× Λ→ Z is alternating, and so there exists a Z-basis of Λ in
which the Gram matrix is

(2.4.3) [E] =

(
0 D
−D 0

)
8



where D = diag(d1, . . . , dg) is diagonal with di ≥ 1. Then kerλ ≃ (Z/d1Z)2⊕· · ·⊕(Z/dgZ)2,
and so λ is principal if and only if d1 = · · · = dg = 1.

Example 2.4.4. Elliptic curves are always principally polarized. We follow (2.4.1). For
L = O(D),

(2.4.5) τ ∗PL ⊗L −1 ≃ O(τ−P (D))⊗ O(−D) ≃ O(τ−P (D)−D).

Now let D = [O] be the origin (divisor of degree 1); then

τ−P ([O])− [O] = [−P ]− [O] ∼ [O]− [P ],

since [P ] + [−P ] ∼ 2[O]. Plugging back in,

(2.4.6) τ ∗PL ⊗L −1 ≃ O([O]− [P ]).

Unfortunately, this is the negative of the natural isomorphism κ : E
∼−→ E∨ given by P 7→

[P ] − [O] [Sil09, §III.6], and thus κ does not define a polarization—the sign is caused by
moving between line bundles and divisors.

Example 2.4.7. If C is a nice (i.e., smooth, projective, geometrically integral) curve of
genus g over k with C(k) ̸= ∅ , then its Jacobian J := Pic0(C) is principally polarized by
the theta divisor Θ ⊂ J , the translate under the isomorphism J ∼= Picg−1

C of the image of

the natural morphism Symg−1C → Picg−1
C . More generally, see Milne [Mil86b, section 1].

There is a second natural morphism J → J∨, which is the inverse of the pullback morphism
j∗ : J∨ → J induced by the inclusion j : C ↪→ J . Again, there is a negative sign relating the
two: φO(Θ) = −(j∗)−1 [Mil86b, Lemma 6.9].

Now let λ : A → A∨ be a polarization. Then we can plug it into the tautological Weil
pairing, giving a (possibly degenerate) bilinear pairing on A[n]:

(2.4.8)
⟨·, ·⟩n,λ : A[n]× A[n]→ µn

(P,Q) 7→ ⟨P, λ(Q)⟩n
Taking λ to be the principal polarization in Example 2.4.4, we recover the usual formula for
the Weil pairing [Sil09, section III.8] (noting how the sign is compensated for).

Lemma 2.4.9. The (left or right) kernel of the Weil pairing for λ is exactly kerλ.

Proof. If Q ∈ A[n] has
⟨P,Q⟩n,λ = ⟨P, λ(Q)⟩n = 1

for all P ∈ A[n], then λ(Q) = O so Q ∈ kerλ0. The other containment is immediate. □

Given a polarization λ0 : A0 → A∨
0 associated with an ample line bundle L (cf. Defini-

tion 2.4.2), we may construct other polarizations.

Definition 2.4.10. Let f : A→ A0 be an isogeny. The pullback of λ0 by f is the composition
f ∗λ0 := f∨ ◦ λ0 ◦ f :

A

f
��

f∗λ0 // A∨

A0
λ0 // A∨

0

f∨

OO

The pullback f ∗λ0 is the polarization associated with the line bundle f ∗L .
9



Definition 2.4.11. Let φ : A0 → A be an isogeny and let d ≥ 1 be minimal such that
ker(φ) ⊆ ker(dλ0). A pushforward of λ0 under φ is an isogeny φ∗λ0 that makes the following
diagram commute:

(2.4.12)

A0
dλ0 //

φ

��

A∨
0

A
φ∗λ0 // A∨

φ∨

OO

If a pushforward exists, it is necessarily unique, justifying the notation. The value of d
divides the exponent eφ of φ since A0[eφ] ⊆ ker(eφλ0).
General criteria for existence of the pushforward of a polarization are given in [Mum70,

Ch. 23]: ker(φ) must be isotropic under a certain pairing (the commutator pairing of the
theta group). This pairing is bilinear and skew-symmetric, so if ker(φ) is cyclic, the isotropy
condition is satisfied. Moreover, if λ0 is a principal polarization, then the criterion simplifies:
a pushforward exists if and only if kerφ is isotropic under the pairing ⟨·, ·⟩d,λ0 on A0[d] defined
in (2.4.8) (see Mumford [Mum70, (5), p. 228]).

3. Functorial aspects of Tate modules

Here we introduce the functor from abelian varieties that are isogenous quotients of a fixed
abelian variety A0 to sublattices of an associated adelic lattice, and we prove Theorem 1.2.1.
In the next section, we will address common computational cases.

In section 3.1, we begin by showing a motivating example of how to conjugate the Galois
action of an elliptic curve to find the action on the torsion of an isogenous curve. In section 3.2
we develop a formal categorical framework for our methods and prove our main result.

Throughout, let k be a field with characteristic p ≥ 0.

3.1. A guiding example. We begin with a simple example computing the Galois action
on the ℓ-torsion of an elliptic curve that is isogenous to a curve whose Galois structure is
known.

Let E be an elliptic curve over k and let ℓ ̸= p be a prime number. Let φ : E → E ′ be
a cyclic isogeny with the choice of basis P1, P2 ∈ TℓE as in Example 2.1.8. We suppose
that the point P1,1 ∈ E[ℓ](k) generating the kernel is a k-rational point, so the isogeny φ is
defined over k as well. Let σ ∈ Galk. Then σP1,1 = P1,1 and σP2,1 = b1P1,1 + d1P2,1 for some
b1, d1 ∈ Fℓ with d1 ̸= 0, so the action of σ on E[ℓ] in this basis is given by(

1 b1
0 d1

)
∈ GL2(Fℓ).

(We are taking the column convention; the row convention is also used [RSZB+22, Remark
2.1].)

We now compute the action of σ on a basis for E ′[ℓ] consisting of images of points under φ.
In Example 2.1.8 we use the basis P ′

1 := {φ(P1,n+1)}n, P ′
2 := {φ(P2,n)} for TℓE ′, so we may

take our basis for E ′[ℓ] to be P ′
1,1 = φ(P1,2) and P

′
2,1 = φ(P2,1). Note that it is not possible

to choose points in E[ℓ] whose images under φ are a basis for E ′[ℓ]; we must choose at least
one of the points in E to be ℓ2-torsion. To determine the action of σ on P ′

1,1, we need to
10



know the action of σ on P1,2. The action of σ on E[ℓ2] is given by

(
a2 b2
c2 d2

)
∈ GL2(Z/ℓ2Z),

where (
a2 b2
c2 d2

)
≡

(
1 b1
0 d1

)
(mod ℓ).

If we write P ′
2,2 := φ(P2,2), then we have

(3.1.1)
σP ′

1,1 = φ(σP1,2) = φ(a2P1,2 + c2P2,2) = 1P ′
1,1 + c2P

′
2,2,

σP ′
2,1 = φ(σP2,1) = φ(b1P1,1 + d1P2,1) = d1P

′
2,1.

We know that c2 = ℓc′ for some c′ ∈ Fℓ, and c2P ′
2,2 = c′P ′

2,1. The action of σ on E ′[ℓ] is thus
given by (

1 0
c′ d1

)
.

It is interesting to see how the matrix giving the action of σ on E ′[ℓ] differs from the one
giving the action on E[ℓ]: it is lower rather than upper triangular. Both b1 and b2 do not
appear, but c2 does have an effect. Although it is possible to find a point of E ′[ℓ] fixed by
σ, the point one might solve for has dependence on c′ and d1, which will vary as σ does,
meaning that E ′[ℓ] need not have any nontrivial k-points.
Now that we see how that goes, we will reinterpret the above by thinking of it as obtained

from a change of basis on the ℓ-adic modules: see Example 4.2.3.

3.2. From isogenies to Tate modules. Let A0 be a (fixed) abelian variety over k of
dimension g; it will function like a basepoint. Let φ : A0 → A be an isogeny. Given the
action of the Galois group on TℓA0, we may determine the action on TℓA by identifying it
with a sublattice of VℓA0 := TℓA0 ⊗Qℓ. This approach also facilitates comparing the Galois
actions on more than one quotient of A0.
In this section, we describe this as a functor from isogenies to sublattices. In order to

introduce the category that keeps track of isogenies φ : A0 → A, we will use the following
general categorical construction. Given a category and a particular choice of object, we may
form a new category where we restrict our attention to morphisms into (resp. out of) that
object, called a slice (resp. coslice) category.

Example 3.2.1. Let CRing be the category of commutative rings under ring homomor-
phisms, and let R be an object of CRing, i.e., a commutative ring. Then the objects and
morphisms of the coslice category of CRing under R, denoted CRingR, are R-algebras and
R-algebra homomorphisms.

A natural way to form the category we are interested in is to first consider a category
whose objects are abelian varieties and whose morphisms are isogenies, and then take the
coslice category for A0.
Let Iks = AbVar′ks be the category whose objects are abelian varieties over ks and whose

morphisms are isogenies with degree prime to p. Then Galk acts on Iks (i.e., its elements
act as functors compatible with the usual axioms for a group), with fixed subcategory Ik,
the subcategory with objects and morphisms defined over k.

11



The objects of the coslice category of Iks under A0, denoted IA0
ks , are isogenies whose

domain is A0; the morphisms of this coslice category are commuting triangles of isogenies:

(3.2.2)

A0

φ′

��

φ

��
A

ψ
// A′.

Remark 3.2.3. In a coslice category, the identity morphism on the fixed object is an initial
object of the coslice category.

Next we define the category of sublattices, where we will compute Galois actions.

Let TA0 be the category whose objects are Ẑ′-lattices T ⊂ V̂ A0 containing T̂A0 and whose

morphisms are injective maps of lattices in V̂ A0 with the diagram

(3.2.4)

T̂A0
 m

��

q Q

��
T 
 m

��

� � // T ′
q Q

��

V̂ A0

commuting, or equivalently containments T ↪→ T ′. In particular, for an object T the quotient

T/T̂A0 is finite. We consider only injections of lattices in TA0 since, as discussed in section 2.1,
isogenies induce injective maps between Tate modules.

We now define a functor

(3.2.5) Λ: IA0
ks → TA0 ,

which shows how Tate modules of isogenous quotients of A0 are identified with sublattices

of V̂ A0.
For any (φ : A0 → A) ∈ Ob IA0 , we have the injective Ẑ′-linear map T̂φ : T̂A0 ↪→ T̂A and

the isomorphism V̂ φ : V̂ A0
∼−→ V̂ A.

Definition 3.2.6. We define the sublattice of V̂ A0 associated with T̂A via φ to be

Λφ := (V̂ φ)−1(T̂A),

which is the image of T̂A in V̂ A0 under the dotted arrow in the following commutative
diagram:

(3.2.7)

T̂A0
T̂φ //

⊗Q
��

T̂A

⊗Q
����

V̂ A0
∼

V̂ φ

// V̂ A.

We write the ℓ-adic part of Λφ as Λℓφ.
12



For a morphism ψ in IA0
ks as in (3.2.2), we define

(3.2.8) Λψ := (V̂ φ)−1 ◦ T̂ψ ◦ V̂ φ
giving a map Λψ : Λφ→ Λφ′.

The map Λψ comes from the commutative diagram (3.2.9). The longer diagonal dotted

arrow factors through the shorter diagonal arrow via T̂ψ. The map Λψ is the image of T̂ψ

in V̂ A0 via the dotted arrows:

(3.2.9)

T̂A0
T̂φ //

��

T̂φ′

%%
T̂A

T̂ψ //

����

T̂A′

��ww
V̂ A0

∼

V̂ φ

//

V̂ φ′

::V̂ A
∼

V̂ ψ

// V̂ A′

In particular, Λψ is injective and defines a morphism in the category TA0 .

Lemma 3.2.10. The association φ 7→ Λφ in Definition 3.2.6 defines a covariant functor
Λ: IA0

ks → TA0.

Proof. We indeed get from applying Λ an object in the category TA0 , since an isogeny A0 → A

induces an inclusion T̂A0 ↪→ T̂A giving an inclusion T̂A0 = Λ(idA0) ⊆ Λφ.
Next we check functoriality: it follows from functoriality of the Tate module, since given

given

A0

φ′

��

φ′′

!!

φ

~~
A

ψ
// A′

ψ′
// A′′

we have
Λ(ψ′ ◦ ψ) = ι−1(T̂ (ψ′ ◦ ψ))ι = ι−1(T̂ (ψ′) ◦ T̂ (ψ))ι = Λψ′ ◦ Λψ

where ι = V̂ φ. (We could also see this by stacking commutative diagrams like (3.2.9).)
Clearly Λ also preserves the identity. □

We are almost ready to prove our main result. We first prove a useful statement, recalling
Proposition 2.1.4.

Proposition 3.2.11. The association

H 7→ Λ(φH : A0 → A0/H)

defines an inclusion-preserving bijection between

the set of subgroups H ≤ A0[m](ks)

and

the set of lattices L ⊆ (1/m)(T̂A0).
13



Proof. Write L0 := Λ(idA0) = T̂A0. The multiplication by m map A0 → A0 corre-
sponds to the inclusion L0 ↪→ (1/m)L0, and Proposition 2.1.12 gives a natural isomorphism

A0[m](ks)
∼−→ (1/m)L0/L0.

Let H ≤ H ′ ≤ A0(k
s)[m] be subgroups. Then we have a composition A0 → A0/H →

A0/H
′ → A0 with the outer map given by multiplication by m. By functoriality, this gives

the containments of lattices

L0 ⊆ L ⊆ L′ ⊆ (1/m)L0

where L = ΛφH and L′ = ΛφH′ . This shows the map is inclusion-preserving and injective.
To show it is surjective, let L ⊆ (1/m)L0. Then L/L0 ≤ ((1/m)L0)/L0 ≃ A0[m](ks) maps to
a subgroup H ≤ A0[m](ks), and the map φH : A0 → A0/H also has kernel H, so ΛφH = L.
(This map defines an inverse.) □

We now prove our main result, stated in the current level of generality.

Theorem 3.2.12. The functor φ 7→ Λφ has the following properties.

(a) Λ is an equivalence of categories.
(b) Λ is equivariant with respect to the action of Galk, and it restricts to a functor Λk

which is an equivalence between the category of abelian varieties that are isogenous

(over k) to A0 and the category of Galk-stable sublattices of V̂ A0.
(c) Given an isogeny φ : A → A0, there is a natural isomorphism kerφ ≃ Λφ/Λ idA0 =

coker T̂φ equivariant for Galk.

Theorem 1.2.1 is the special case where the base field k is a number field.

Proof. We skip ahead and prove part (c): it is a restatement of Proposition 2.1.12 that for
any isogeny φ : A0 → A, kerφ is isomorphic to coker Λφ.
Next, we prove part (a); equivalence of categories is implied by full faithfulness and

essential surjectivity. The functor Λ is faithful because there exists at most one morphism
between any two objects in IA0

ks : a diagram with φ and φ′ as in (3.2.2) can be completed
uniquely to a commuting diagram if and only if kerφ ≤ kerφ′. For fullness, consider any
objects φ, φ′ ∈ IA0

ks and a morphism Φ: Λφ→ Λφ′ (see (3.2.4)). The morphism Φ is then a

(unique) injection of lattices Λφ → Λφ′, which induces an injection Λφ/T̂A0 → Λφ′/T̂A0.
Thus by (c) (and moreover the isomorphism specified in Proposition 2.1.12), we have a
containment kerφ ≤ kerφ′ giving an isogeny ψ which uniquely fills in a diagram as in
(3.2.2). Finally, given ψ, the morphism Λψ is a unique injection of lattices and thus must
coincide with Φ.

To see that Λ is essentially surjective, let L ⊇ L0 := Λ(idA0) be a Ẑ′-lattice. Then
the quotient L/L0 is finite of exponent say m, so that L ⊆ (1/m)L0. We then apply
Proposition 3.2.11 to get a subgroup H ≤ A[m](ks) such that φH : A→ A/H has ΛφH = L.

For part (b), the functoriality of the Tate module implies equivariance under Galk and
objects and isogeny fixed by Galk descend to k. We retain full faithfulness, and the argument
for essentially surjectivity in (a) extends as the quotient is Galk-stable so the subgroup H is
also Galk-stable, hence φH is defined over k. □

Remark 3.2.13. There is a functor from IA0
ks to the category of Galk-representations that

sends an object A to the Galois representation Galk → Aut(T̂A) and sends isogenies to
equivariant maps. Then Theorem 3.2.12(b) shows that this functor factors through Λ. In
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the next section we furthermore choose change of basis matrices for these equivariant maps,
using the lattice maps defined by Λ.

4. Change of basis

In this section, we explain how to compute with the Galois representation attached to the
Tate module of an isogenous abelian variety in matrix terms. After the main definitions in
section 4.1, we show how this works for isogenies defined by their kernel in section 4.2. We
conclude in section 4.3 by addressing polarizations and dual isogenies.

4.1. Bases. With A0 as a reference object, we choose a Ẑ′-basis β0 for L0 := Λ idA0 = T̂A0.

This gives us a Q̂′-basis for the ambient space V̂ A0. Abbreviate n := 2g throughout.
For any isogeny φ : A0 → A, we may then choose a basis β for L := Λφ and write this

in terms of the basis β0. We write these in the columns of a matrix M = Mφ ∈ Mn(Q̂′); in

more standard linear algebra terms, M = [id]β0β is the change of basis matrix for V̂ A0 from β
to β0. A different choice of basis β corresponds to column operations on M and is therefore

given by multiplying M on the right by an element of GLn(Ẑ′), so we obtain a unique class

in Mn(Q̂′)/GLn(Ẑ′).

The inverse M−1 = [id]ββ0 is the matrix which describes the inclusion T̂A0 ↪→ Λ(φ), and

in particular it has entries in Ẑ′. Now, if σ ∈ Aut(T̂A0), we obtain a matrix [σ]β0 ∈ GLn(Ẑ′)
which describes its action on the basis β; we then have

(4.1.1)

T̂A0
σ //

��

T̂A0

��
Λφ

σ // Λφ

and thus

(4.1.2) [σ]β = [id]ββ0 [σ]β0 [id]
β0
β =M−1[σ]β0M.

The Hermite normal form (an integral echelon form) gives a unique choice for the matrix
M . For convenience, we rescale M minimally by a positive integer writing mM = M ′ with

now M ′ ∈ Mn(Ẑ′)—we then divide back through by m at the end. By column operations,
we may suppose that M ′ is lower triangular. We may further multiply by a unique element

in Ẑ′× so that the diagonal entries ai are in Z>0 (rescaling the basis elements), and further
that the entries in row i below the diagonal are in {0, . . . , ai − 1} (taking the elementary
matrix which subtracts an appropriate multiple of the ith column). The matrix M ′ and
hence M is then unique with these choices. However, this may not be the best for any
individual calculation; and care must be taken so that this normalization is compatible with
composition. In particular, we will not always write our change of basis matrices in this
form.

This change of basis also gives us a way to work with compositions, as usual. For example,

given another isogeny ψ : A → A′, the change of basis matrix to a basis β′ of T̂A′ for the
composition ψφ : A0 → A′ is obtained by multiplying the change of basis matrices:

(4.1.3) [id]β0β′ = [id]β0β [id]ββ′ .
15



Example 4.1.4. Suppose A = A0, i.e., φ is an endomorphism of A0 (with finite kernel, so

still an isogeny). In this case, we may choose β = β0 and M ∈ Mn(Ẑ′) is the matrix of T̂φ
in the basis β0.

In particular, the multiplication by m ≥ 1 map on A0 has matrix diag(m, . . . ,m).

4.2. Isogenies given in terms of kernels. We now show how to exhibit a change of basis
for an isogeny in terms of its kernel. This amounts to writing out a suitably explicit version
of the connecting homomorphism δ in Proposition 2.1.4.

We start with the fixed basis β0 for T̂A0. Let φ : A0 → A be an isogeny. Let m ∈ Z≥1 be

such that kerφ ≤ A0[m](ks). Let x1, . . . , xr ∈ T̂A0 be elements whose reduction modulo m
generate kerφ.

Lemma 4.2.1. A generating set for L = Λφ is

β0 ∪ {x1/m, . . . , xr/m}.

Proof. This is just another way of writing out Proposition 3.2.11. □

To get a matrix, we proceed as follows. Let

[x1]β0 , . . . , [xr]β0 ∈ (Ẑ′)n

be the coordinate vectors of the generators of kerφ in the basis β0. Then by Lemma 4.2.1,
a generating set is given by the columns of the identity matrix horizontally joined to the
matrix with columns (x1/m, . . . , xr/m).
To get a basis, we then perform column echelonization of this matrix. Concretely, we

choose a minimal set of generators for kerφ that is lower triangular when written as a
matrix—this is again possible by column operations. It may have some zero entries along
the diagonal, so we transport in the corresponding column from the identity matrix whenever
a pivot is missing; we see that the remaining columns of the identity matrix are already in
the span. This matrix gives a change of basis matrix M from the previous section.

Said in an algorithmic (recursive) way, a change of basis matrixM = (aij)i,j is determined
from right to left as follows. Dropping subscripts, let P1, . . . , Pn be the image of the basis β0
in A0[m](ks). Let bn,n ∈ Z≥1 be the smallest positive integer such that bn,nPn ∈ kerφ, and
let an,n = bn,n/m. Let bn−1,n−1 ∈ Z≥1 be minimal such that bn−1,n−1Pn−1 ∈ kerφ+ ⟨Pn⟩, and
then find minimal bn,n−1 ∈ Z/mZ such that

(4.2.2) bn−1,n−1Pn−1 + bn,n−1Pn ∈ kerφ.

We then continue this inductively and define M = (bi,j/m)i,j. Note that the matrix M
produced in this way has entries in (1/m)Z.

Example 4.2.3. Let φ : E → E ′ be the isogeny of elliptic curves given by Example 2.1.8
where P1, P2 is a basis for TℓE and kerφ = ⟨P1,1⟩. We take m = ℓ.
We have minimally ℓP2,1 ∈ kerφ so b2,2 = ℓ. And P1,1 ∈ kerφ so b1,1 = 1 and b2,1 = 0.

This gives the change of basis matrix

M =

(
1/ℓ 0
0 1

)
.

In other words, (1/ℓ)P1, P2 is a basis for Λφ.
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We can now describe the Galois action on TℓE
′ by conjugating the action on TℓE:

(4.2.4)

(
ℓ 0
0 1

)(
a b
c d

)(
1/ℓ 0
0 1

)
=

(
a ℓb
c/ℓ d

)
≡

(
1 0
c′ d1

)
(mod ℓ).

Despite the presence of the fraction 1/ℓ in the action we computed, this outcome is still
an element of GL2(Zℓ), since c ≡ 0 (mod ℓ). As promised, this matrix conjugation recovers
the action calculated by hand in section 3.1.

4.3. Polarizations and duals. In this section, we look at a special case where isogenies
define polarizations or are dual to isogenies where we have already chosen how the functor
acts.

Let λ0 : A0 → A∨
0 be a polarization. Then by the matrix Frobenius form, as in (2.4.3) we

may choose a basis for T̂A0 such that the induced Tate pairing T̂A0 × T̂A0 → Ẑ′ is of the
form

(4.3.1)

(
0 D
−D 0

)
where D = diag(d1, . . . , dg) and d1 | · · · | dg with di ∈ Z≥1.

Lemma 4.3.2. The matrix (4.3.1) defines a change of basis matrix M−1 for Λλ0.

Proof. We compute that the inverse to the Gram matrix is(
0 −D−1

D−1 0

)
(where D−1 = diag(1/d1, . . . , 1/dg)). To prove the lemma, we need to show that

−(1/d1)Pg+1, . . . ,−(1/dg)P2g, (1/d1)P1, . . . , (1/dg)Pg

is a basis for Λλ0.
Let m = dg, so that kerλ0 ≤ A0[m] (since d1 | · · · | dg). By Proposition 3.2.11, as

elaborated upon in the previous section, it is equivalent to show that

−(m/d1)Pg+1,m, . . . ,−(m/dg)P2g,m, (m/d1)P1,m, . . . , (m/dg)Pg,m

is a minimal generating set for kerλ0. These elements generate a subgroup of size (d1 · · · dg)2 =
#kerλ0, so it suffices to show that they belong to the kernel.

Recall from Lemma 2.4.9 that the kernel of the Weil pairing for λ0 is kerλ0. With this,
the verification is straightforward: e.g., for i ≤ g,

⟨Pj, (m/di)Pi⟩m,λ0 ≡ 0 (mod m)

for all j: if j ̸= i+ g then we get zero, otherwise we get −di(m/di) ≡ 0 (mod m). □

Example 4.3.3. Let λ0 : A0 → A∨
0 be a polarization with type (d1, . . . , dg) and let ℓ ̸= p a

prime. Let Dℓ := diag(ℓn1 , . . . , ℓng), where ℓni is the highest power of ℓ dividing di. Choosing
a basis for TℓA0 as explained above, the change of basis matrix for the ℓ-adic part of λ0 is

Mλ0,ℓ =

(
0 −D−1

ℓ

D−1
ℓ 0

)
.

If λ0 is a principal polarization on an elliptic curve, then for any ℓ ̸= p, we get

Mλ0,ℓ =

(
0 −1
1 0

)
.
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If λ0 is a (1, 3)-polarization on an abelian surface (we will see (1, ℓ)-polarizations in section 5),
the Gram matrix for the Tate pairing, and hence M−1

λ0,ℓ
, is

0 0 1 0
0 0 0 3
−1 0 0 0
0 −3 0 0

 .

Next, let φ : A → B and suppose we have a change of basis matrix Mφ associated to φ.

We may identify V̂ A∨, V̂ B∨ with the dual vector spaces of V̂ A, V̂ B; the dual of a basis for

T̂A ⊂ V̂ A gives a basis for T̂A∨. With these choices, the change of basis matrix Mφ∨ for
φ∨ : B∨ → A∨ is the transpose of Mφ.

In the following example, we compute the pullback and pushforward of a principal polar-
ization on an elliptic curve.

Example 4.3.4. Let φ : E → E ′ be the cyclic isogeny introduced in Example 2.1.8; we
computed Mφ in Example 4.2.3. Choose a basis for TℓE

′ so that, given the principal
polarization λ0 : E

′ → E ′∨, the change of basis matrix is Mλ0 =
(
0 −1
1 0

)
, as shown in

Example 4.3.3.
To compute the pullback of λ0 by φ, we use the equality φ∗λ0 = φ∨ ◦ λ0 ◦ φ from

Definition 2.4.10 along with (4.1.3), and so the change of basis matrix Mφ∗λ0 is given by
the following matrix:

MφMλ0Mφ∨ =

(
1/ℓ 0
0 1

)(
0 −1
1 0

)(
1/ℓ 0
0 1

)T

=

(
0 −1/ℓ
1/ℓ 0

)
.

This means that the pullback φ∗λ0 is ℓ times the principal polarization on E (recalling that
the Gram matrix for the polarization is given by M−1

φ∗λ0
).

Next, suppose λ0 : E → E∨ is the principal polarization on E. We may compute the
pushforward of λ0 by φ since the kernel of φ is isotropic under the pairing given by λ0. As
ℓ is the smallest value so that ker(φ) ⊆ ker(ℓλ0), we have the following equality from Defi-
nition 2.4.11: ℓλ0 = φ∨ ◦ φ∗λ0 ◦ φ. This means Mφ∗λ0 is given by the following matrix:

M−1
φ Mℓλ0M

−1
φ∨ =

(
ℓ 0
0 1

)(
0 −1/ℓ
1/ℓ 0

)(
ℓ 0
0 1

)
=

(
0 −1
1 0

)
.

Thus, the pushforward φ∗λ0 is a principal polarization on the elliptic curve E ′.

5. An extended example

In this section, we give an extended example demonstrating how to use the technical
tools developed in sections 3-4 to compute the Galois action on abelian surfaces which are
isogenous to a fixed abelian surface. We start with the construction of an abelian surface A,
and then we will compute the Galois action on both A[ℓ] and on A∨[ℓ] by comparing TℓA
and TℓA

∨ inside VℓA0 for A0 a product of elliptic curves isogenous to both A and A∨.

Fix a prime ℓ, and let E1 and E2 be elliptic curves over Q with P ∈ E1[ℓ](Q) and
Q ∈ E2[ℓ](Q) Q-rational ℓ-torsion points. Let

G := ⟨(P,Q)⟩ ⩽ E1 × E2 and A := (E1 × E2)/G,
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with the quotient map q : E1×E2 → A. We will consider A with the polarization λ which is
the pushforward under q (cf. Definition 2.4.11) of the principal product polarization λ0 on
E1×E2. In [FHV23, Lemma 2.1.2], we show that λ is a (1, ℓ)-polarization, although we will
not need that fact here.

This construction is considered in [FHV23, Construction 2.1.1], although that is not the
first appearance of such a surface in the literature; it is described on MathOverflow [CP10],
implicitly suggested as an exercise [Gor02, Exercise 6.35], and recently exhibited [BS23,
Theorem 2.5].

5.1. Computing the Galois action on A. To understand the action of the Galois group
on A[ℓ], we use the image of the Galois action on Tℓ(E1 ×E2), along with a change of basis
matrix for Λq ⊂ Vℓ(E1 × E2), as explained in section 4.

In our example of interest (both here and in section 5.2), the isogenies all have degrees
which are powers of ℓ, so we need only consider the ℓ-adic portion of the Tate modules in
question. In particular, we will be interested in the mod ℓ representation, which we obtain
by reducing modulo ℓ the Tate module.
For any elliptic curve E with a rational point P ∈ E[ℓ](Q), let P1, P2 be a basis for Tℓ(E)

such that P1 mod ℓ = P . Then the image of the ℓ-adic Galois representation

ρE,ℓ : GalQ → Aut(Tℓ(E)(Qal)) ≃ GL2(Zℓ)

is contained in

(5.1.1)

{(
a b
ℓc d

)
∈ M2(Zℓ) : a, d ∈ Z×

ℓ , a ≡ 1 mod ℓ

}
⩽ GL2(Zℓ).

Moreover, reducing modulo ℓ, the representation

ρE,ℓ : GalQ → Aut(E[ℓ](Qal)) ≃ GL2(Fℓ)

has image contained in {(
1 b
0 d

)
∈ M2(Fℓ) : d ∈ F×

ℓ

}
⩽ GL2(Fℓ).

With this observation in mind, we choose a basis {P1, P2, Q1, Q2} for Tℓ(E1 × E2) ≃ Z4
ℓ

that satisfies the following:

• P1 mod ℓ = P ∈ E1[ℓ](Q),
• Q1 mod ℓ = Q ∈ E2[ℓ](Q),
• {P1, P2} is a symplectic basis for TℓE1, and
• {Q1, Q2} is a symplectic basis for TℓE2.

Then the Galois action on (E1 × E2)[ℓ](Qal) has image contained in the subgroup

(5.1.2)



1 b1 0 0
0 d1 0 0
0 0 1 b2
0 0 0 d2

 ∈ M4(Fℓ) : a1, d1, a2, d2 ∈ F×
ℓ

 ⩽ GL4(Fℓ).

In fact, there is a further condition on elements in the image of ρ̄E1×E2,ℓ, determined by
the Galois equivariance of the Weil pairing. We summarize this in the following lemma.
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Lemma 5.1.3. For any elliptic curve E over Q and points P,Q ∈ E[ℓ](Qal), the cyclotomic
character εℓ : GalQ → Z×

ℓ satisfies ⟨ρ̄E,ℓ(σ)P, ρ̄E,ℓ(σ)Q⟩ = εℓ(σ) · ⟨P,Q⟩, for all σ ∈ GalQ,
where ⟨·, ·⟩ is the Weil pairing. Moreover, this implies that if ρ̄E,ℓ(σ) = M ∈ GL2(Fℓ), then
εℓ(σ) = detM .

Proof. The first claim follows directly from the Galois equivariance of the Weil pairing [Sil09,
section III.8]. For the second statement, let {P1, P2} be a symplectic basis for E[ℓ](Qal), so
that, as in Example 4.3.3, the Gram matrix for the Weil pairing is

B :=

(
0 1
−1 0

)
.

Then for points P = a1P1 + a2P2 and Q = b1P2 + b2P2 in E[ℓ](Qal), we have

⟨ρ̄E,ℓ(σ)P, ρ̄E,ℓ(σ)Q⟩ =
(
a1 a2

)
MTBM

(
b1
b2

)
= detM ·

(
a1 a2

)
B

(
b1
b2

)
= detM · ⟨P,Q⟩.

Thus, εℓ(σ) = detM . □

Consequently, for our elliptic curves E1 and E2, det ρ̄E1,ℓ(σ) = det ρ̄E2,ℓ(σ) for all σ ∈ GalQ,
so d1 = d2. Lemma 5.1.3 also holds for any ℓn-torsion points (or more generally on Tℓ(E)),
and this implies that ρE1×E2,ℓ(GalQ) is contained in

(5.1.4) Gℓ :=



a1 b1 0 0
ℓc1 d1 0 0
0 0 a2 b2
0 0 ℓc2 d2

 ∈ M4(Zℓ) :
a1, d1, a2, d2 ∈ Z×

ℓ ,
a1 ≡ a2 ≡ 1 mod ℓ, and
a1d1 − ℓb1c1 = a2d2 − ℓb2c2

 ⩽ GL4(Zℓ).

For convenience, we rewrite the elements in Gℓ as

(5.1.5)


1 + x1ℓ b1 + y1ℓ 0 0
w1ℓ d+ z1ℓ 0 0
0 0 1 + x2ℓ b2 + y2ℓ
0 0 w2ℓ d+ z2ℓ

 =

(
A1 0
0 A2

)

where:

• d ∈ {1, . . . , ℓ− 1},
• b1, b2 ∈ {0, . . . , ℓ− 1}, and
• wi, xi, yi, zi ∈ Zℓ

still subject to the condition (Lemma 5.1.3) that

(5.1.6) detA1 = detA2.

Now, we follow the discussion in section 4 to write down the change of basis matrix for
Λℓq ⊆ Vℓ(E1 × E2). Recall that A = (E1 × E2)/⟨(P,Q)⟩, so we can take {P1, P2,

1
ℓ
(P1 +

Q1), Q2} as a basis for Λℓq. Then the change of basis matrix Mq is given by

(5.1.7) Mq =


1 0 1/ℓ 0
0 1 0 0
0 0 1/ℓ 0
0 0 0 1

 .

This choice does not follow the algorithmic approach given after Lemma 4.2.1 for finding the
change of basis matrix, but it is a straightforward exercise to see how this choice differs from
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that by column operations. As in (4.1.2), to understand the Galois action on A[ℓ](Qal), we
conjugate the elements (5.1.5) above by Mq, which gives

(5.1.8)


1 + x1ℓ b1 + y1ℓ x1 − x2 −b2 − y2ℓ
w1ℓ d+ z1ℓ w1 0
0 0 1 + x2ℓ b2ℓ+ y2ℓ

2

0 0 w2 d+ z2ℓ

 ,

with the same conditions on the variables. To get the image of ρ̄A,ℓ : GalQ → GL4(Fℓ), we
reduce this subgroup modulo ℓ. That is, the image of ρ̄A,ℓ is contained in the subgroup


1 b1 x1 − x2 −b2
0 d w1 0
0 0 1 0
0 0 w2 d

 ∈ M4(Fℓ) :
d ∈ F×

ℓ

bi, wi, xi ∈ Fℓ

 ⩽ GL4(Fℓ).

5.2. Computing the Galois action on A∨. Next, we compute the Galois action on
A∨[ℓ](Qal), again using the framework developed in sections 3-4. To do this, we will use
the isogeny between A and A∨ given by the (1, ℓ)-polarization λ on A to relate their Galois
representations.

First, as mentioned in section 5.1, the polarization λ on A is the pushforward of the
principal polarization λ0 on E1 × E2 by the quotient isogeny q (cf. Definition 2.4.11), as
shown in the following commutative diagram:

(5.2.1)

E1 × E2
ℓλ0 //

q

��

(E1 × E2)
∨

A
λ //λ // A∨.

q∨

OO

This commutative diagram allows us to directly compare the actions of the Galois group on
TℓA and TℓA

∨ as sublattices of Vℓ(E1×E2). If Mλ is the change of basis matrix from a basis
of TℓA

∨ in VℓA, we must conjugate the elements (5.1.8), which describe the Galois action on
TℓA, by Mλ. Alternatively (and equivalently), the change of basis matrix associated to the
composition λq is given by MqMλ, as in (4.1.3), so we could conjugate the elements (5.1.5),
which describe the Galois action on Tℓ(E1 × E2), by this product.

To find a change of basis matrix for λ which is compatible with the bases already chosen
for Tℓ(E1×E2) and TℓA, we use the equality ℓλ0 = q∨ ◦λ◦q from (5.2.1), which meansMλ =
M−1

q Mℓλ0(M
T
q )

−1. Following the discussion about change of basis matrices for polarizations
in section 4.3 (cf. Example 4.3.4), we find

Mℓλ0 =


0 −1/ℓ 0 0
1/ℓ 0 0 0
0 0 0 −1/ℓ
0 0 1/ℓ 0

 .
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Thus,

Mλ =


1 0 −1 0
0 1 0 0
0 0 ℓ 0
0 0 0 1



0 −1

ℓ
0 0

1
ℓ

0 0 0
0 0 0 −1

ℓ
0 0 1

ℓ
0



1 0 −1 0
0 1 0 0
0 0 ℓ 0
0 0 0 1


T

=


0 −1

ℓ
0 1

ℓ
1
ℓ

0 0 0
0 1 0 −1
−1
ℓ

0 1 0

 .

One can check that the cokernel ofM−1
λ , which we recall from Proposition 2.1.4 is isomorphic

to the kernel of λ, has ℓ2 elements, confirming that the polarization type of λ is (1, ℓ). Finally,
conjugating the Galois action on TℓA by Mλ gives the subgroupM−1

λ


1 + x1ℓ b1 + y1ℓ x1 − x2 −b2 − y2ℓ
w1ℓ d+ z1ℓ w1 0
0 0 1 + x2ℓ b2ℓ+ y2ℓ

2

0 0 w2 d+ z2ℓ

Mλ ∈ M4(Zℓ) :
d ∈ F×

ℓ ,
bi ∈ Fℓ,
wi, xi, yi, zi ∈ Zℓ


=




d+ z1ℓ −w1ℓ 0 0
−b1 − y1ℓ 1 + x1ℓ 0 0
z1 − z2 −w1 d+ z2ℓ −w2

b2 + y2ℓ 0 −b2ℓ− y2ℓ2 1 + x2ℓ

 ∈ M4(Zℓ) :
d ∈ F×

ℓ ,
bi ∈ Fℓ,
wi, xi, yi, zi ∈ Zℓ


in GL4(Zℓ). This subgroup reduces mod ℓ to the subgroup


d 0 0 0
−b1 1 0 0

z1 − z2 −w1 d −w2

b2 0 0 1

 ∈ M4(Fℓ) :
d ∈ F×

ℓ

bi, wi, zi ∈ Fℓ

 ⩽ GL4(Fℓ).

Thus, the image of the mod ℓ representation ρ̄A∨,ℓ : GalQ → Aut(A∨[ℓ](Qal)) ≃ GL4(Fℓ) is
contained in this subgroup.

Remark 5.2.2. The Galois action on A∨ can also be computed using the fact that ρA∨,ℓ

is the contragredient representation to ρA,ℓ twisted by the cyclotomic character [FHV23,
Lemma 2.4.1]. That result, given in [FHV23, Proposition 2.4.2], precisely matches this
computation. The following determinantal condition (5.1.6) from the cyclotomic character
is necessary to compare the two:

z1 − z2 = b1w1 − b2w2 − dx1 + dx2 ∈ Fℓ.
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